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Agenda
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• Customer Engagement 

• Reference Architecture

• Technical Requirements

• The Tender Process

• What We Selected



Customer Engagement

© AARNet Pty Ltd 3

• Completed 25 AARNet5 Customer Consultations

• Direct input to:

1. AARNet5 Design

2. Future product roadmap
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Customer responses: 
four broad themes

  1. Keep doing what you’re doing
  2. Help me move big research data flows
  3. Help me better secure my network
  4. Provide greater visibility of my services



What AARNet5 brings
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Scale

Service bandwidths:
100Gbps -> 400Gbps

Resilience

Regional failover
New paths

Security

MacSec pass-through

Visibility

Service status & metrics

Quality

Service delivery
Process improvements

Capacity

Cloud connectivity
nx100Gbps -> 400Gbps

Quality

In-service performance 
monitoring

Trust

BGP security enforced
Control plane security



Reference Architecture
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Optical & Packet Network Convergence
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Save power, cost & space

Packet network closer to customers

Optical & Packet Network Convergence



• Writing of the tender
• Requirements
• Legal framework

• Expression of Interest – who wants to bid?
• Request for Quotation
• Vendor response x 4
• Technical review and scoring
• Lab testing of two preferred responses
• Financial review 
• Legal review
• Presentations to SteerCo and Board
• Best and Final Offer negotiations with selected vendors
• Legal contract negotiations
• Presentations to SteerCo and Board
• Signatures on agreements
• Purchase of initial equipment

AARNet5 – So what happened in the Tender?
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Coffee meter



Evaluation – split into teams

Technical Team was not influenced 
by finances.
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SMT Sponsor

Project Owner

Technical Team Financial Team Legal Review



Detailed Requirements & Scoring
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Proof of Concept Lab
Cisco and Juniper shipped us evaluation equipment to Melbourne.
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Lab
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Physical and Virtual routers 

Re-created our real topology 
   (“digital twin”)

Inserted evaluation equipment from vendors

Used Ansible, ContainerLab, Cisco NSO with Netbox
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• Bulk of AARNet5 devices
• The Transmission Routed Layer
• Core Routers
• Aggregation Routers
• Network Termination Units

• The Routed Edge Layer
• Border Routers
• Provider Edge Routers

AARNet5 – Who we selected
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AARNet5 Equipment
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Role

Cisco NCS57-D2-18DD
  Core Transmission Router

  400Gbps and 100Gbps ports

Cisco NCS57-C3
  In CEVs - Regional “Triversity” nodes

    Route up to 5 x 400Gbps optical paths

Cisco NCS540 Large
  In CEVs – Optical / Packet convergence
  Aggregation of 10Gbps for Core

    Customer site NTU for up to 400Gbps

Cisco NCS540
 Customer site NTU for nx10Gbps



AARNet5 Equipment
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Role

Juniper MX304
  PE Router for Layer-3 VPN and Internet

     400 and 100Gbps ports

Juniper MX204
  Regional PE router (and small Border)

     for  Layer-3 VPN and Internet



Automation 
from Day-1
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Manual Design and Data entry

Then automation…
1. Cisco router config built

2. Customer Services built and deployed

3. Device config backup 

4. Device and Interface Monitoring

5. Analytics Data collection
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Thank you. Any questions?
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